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High Quality Neural Machine Translation 

BNP Paribas CIB AI Lab develops its own automated translation engine: come & help us 
build & improve one of the most iconic AI tools today! The tool is available and used by 
more than 200 000 employees within the group providing high quality translation that can 
be finetuned to their needs. 
Since 2015, almost all the translation competition winners used neural machine translation 
algorithms, which became the state-of-the-art in almost all the tasks of the field.  
 

The data science team developed a deep expertise on these state-of-the-art architectures 
[1][2]. However, they come with some drawbacks [3]: 

 They are highly sensitive to data quality, computationally intensive and less 
performant on out-of-domain data 

 

The goal of the internship will be to challenge and adapt Google’s latest advances of their 
translation system [4] into the BNPP pipeline:  

 Simplifying the Transformer architecture by using a RNN Decoder [5] 
 Improving data quality using a Seq2Seq based denoiser fine-tuned on high 

quality data [6]  
 

You will also be involved in our internal research, building specialized model for our 
internal clients and adapting approaches that do not require parallel data:  

 Using backtranslation that is a common technique to generate synthetic data 
based on monolingual corpora [7] 

 Gathering specialized data from a large set of crawled data using multilingual 
sentence embedders like LASER [8] 

 Using reranking systems allowing to provide the translation that can be ranked 
according to a business need [9]  

 

The internship will allow you to develop cutting edge natural language processing and 
deep learning processes. The target is to improve our current models in production. 
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Practical Information:  
Supervisor: MATHEY Alexis, Data Scientist, alexis.mathey@bnpparibas.com  
Location: Grands Moulins de Pantin, 9 Rue du Débarcadère, 93500 Pantin (Possible partial work from 

home) 
Compensation: Competitive salary 
How to apply: Please submit your application at paris.cib.analytics.consulting.careers@bnpparibas.com 


