
Research Internship Positions on
Graph Representation Learning and Applications

▶ Research theme: Machine learning on graphs

▶ Keywords: Graph representation learning, graph neural networks, graph generative models,
biomedical applications

▶ Research groups: CentraleSupélec, Inria Saclay (OPIS team), Université Paris-Saclay, Télé-
com Paris, LTCI, Institut Polytechnique de Paris

▶ Advisors: Fragkiskos Malliaros (fragkiskos.malliaros@centralesupelec.fr) and Jhony H. Gi-
raldo (jhony.giraldo@telecom-paris.fr)

▶ Starting date and duration: 5-6 months starting in Spring 2024 (April/May)

Context

We have open research internship positions in the broader field of graph representation learning
and applications. Topics of interest, which also correspond to current research activities of the
group, involve (but are not limited to):

• Development of Graph Neural Network (GNNs) architectures, focusing on expressiveness
and scalability (e.g., [1, 2]).

• Spatio-temporal graph-based learning for time-series analysis (e.g., [3]).

• Geometric GNNs for molecular/atomic systems (e.g., [4] and our recent survey article [5]).

• Self-supervised learning on graphs (e.g., [6]).

• Graph generative models (e.g., [7]).

• Graph representation learning for biomedical applications (e.g., [8, 9]).

Candidate profile

We are looking for candidates:

https://www.centralesupelec.fr/en
https://www.inria.fr/en/inria-saclay-centre
https://opis-inria.eu/
https://www.universite-paris-saclay.fr/en
https://www.telecom-paris.fr/en/home
https://www.telecom-paris.fr/en/home
https://www.telecom-paris.fr/en/research/laboratories/information-processing-and-communication-laboratory-ltci
https://www.ip-paris.fr/en
http://fragkiskos.me
https://sites.google.com/view/jhonygiraldo
https://sites.google.com/view/jhonygiraldo


• Currently pursuing an M2 in Engineering, Data Science, Computer Science, Applied Mathe-
matics, Statistics, or equivalent, with a strong background in machine learning, deep learning,
and interest in working with graphs (Graph Neural Networks).

• Have strong programming skills in Python (including PyTorch).

• Have good communication skills.

Team and location

CentraleSupélec and Télécom Paris are premier engineering schools in France and constituent mem-
bers of Université Paris-Saclay and Institut Polytechnique de Paris, respectively. Both universities
are consistently ranked among the best universities worldwide (Shanghai Ranking, QS Ranking).
CentraleSupélec and Télécom Paris are located on the outskirts of Paris (around 45 minutes by train
from the center of Paris) at the center of the Paris-Saclay cluster—a fast-growing research and in-
dustrial ecosystem. The internship positions are part of the ongoing project GraphIA – Scalable and
Robust Representation Learning on Graphs funded by ANR (French National Research Agency). The
students will be integrated either within the Centre for Visual Computing (CVN), a joint laboratory
between CentraleSupélec and Inria Saclay, or the MM Team at LTCI lab.

How to apply

Please send your application material (pdf format; in English) by email to Fragkiskos Malliaros and
Jhony H. Giraldo, including the following:

• A full CV.

• A motivation letter explaining your interest in the position (max 1 page).

• Transcript of records (grades).

The applications will be reviewed on a rolling basis until the positions are filled.

References

[1] J. H. Giraldo, K. Skianis, T. Bouwmans, and F. D. Malliaros, “Understanding the relationship between
over-smoothing and over-squashing in deep graph neural networks,” in CIKM, 2023.

[2] A. Duval and F. D. Malliaros, “Higher-order clustering and pooling for graph neural networks,” in CIKM,
2022, pp. 426–435.

[3] J. A. Castro-Correa, J. H. Giraldo, A. Mondal, M. Badiey, T. Bouwmans, and F. D. Malliaros, “Time-
varying signals recovery via graph neural networks,” in ICASSP, 2023.

[4] A. A. Duval, V. Schmidt, A. Hernández-García, S. Miret, F. D. Malliaros, Y. Bengio, and D. Rolnick,
“FAENet: Frame averaging equivariant GNN for materials modeling,” in ICML, 2023, pp. 9013–9033.

[5] A. Duval, S. V. Mathis, C. K. Joshi, V. Schmidt, S. Miret, F. D. Malliaros, T. Cohen, P. Lio, Y. Bengio, and
M. M. Bronstein, “A Hitchhiker’s Guide to Geometric GNNs for 3D Atomic Systems,” CoRR, 2023.

2

https://www.centralesupelec.fr/en/
https://www.telecom-paris.fr/en/home
https://www.universite-paris-saclay.fr/en
https://www.ip-paris.fr/
https://www.shanghairanking.com/institution/paris-saclay-university
https://www.topuniversities.com/universities/institut-polytechnique-de-paris
https://cvn.centralesupelec.fr/
https://opis-inria.eu/
https://www.telecom-paris.fr/en/research/laboratories/information-processing-and-communication-laboratory-ltci/research-teams/multimedia
https://www.telecom-paris.fr/en/research/laboratories/information-processing-and-communication-laboratory-ltci


[6] Y. Liu, M. Jin, S. Pan, C. Zhou, Y. Zheng, F. Xia, and P. S. Yu, “Graph self-supervised learning: A survey,”
IEEE Trans. on Knowl. and Data Eng., vol. 35, no. 6, p. 5879–5900, 2023.

[7] C. Vignac, I. Krawczuk, A. Siraudin, B. Wang, V. Cevher, and P. Frossard, “Digress: Discrete denoising
diffusion for graph generation,” in ICLR, 2023.

[8] S. Jagtap, A. Çelikkanat, A. Pirayre, F. Bidard, L. Duval, and F. D. Malliaros, “BraneMF: Integration of
Biological Networks for Functional Analysis of Proteins,” Bioinformatics, vol. 38, no. 24, pp. 5383–5389,
2022.

[9] B. Liu, D. Papadopoulos, F. D. Malliaros, G. Tsoumakas, and A. N. Papadopoulos, “Multiple similarity
drug–target interaction prediction with random walks and matrix factorization,” Briefings in Bioinformat-
ics, vol. 23, no. 5, p. bbac353, 2022.

3


