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Summary

Theory of Mind (ToM) is the ability to attribute mental states – such as beliefs, intentions, and
desires – to oneself and others. It is a crucial part of the development of cognitive processes as well
as language understanding, leading to improved reasoning for question-answering tasks. One of the
main cognitive processes in ToM is to reason about beliefs.

Example 0.1 (Belief). Alex, a student, is preparing for an important final exam. He believes that if
he studies all weekend, he’ll perform well (belief). He intends to study diligently (intention) because
he desires to achieve a top grade (desire).

During this internship, we are particularly interested in exploiting higher-order beliefs, i.e., beliefs
about others’ beliefs, or even beliefs about others’ beliefs about others’ beliefs, and so on, as well as
false beliefs. Higher-order beliefs are crucial in social interactions, strategic games, ToM contexts, as
they help in predicting and interpreting the intentions and actions of others based on their beliefs and
perceptions. Qiana currently only provides the formalism for representation along with the reasoning
capabilities without providing concrete grounds for its comparability to LLMs. Additionally, Qiana
has not yet been proven to cope with higher-order beliefs.

Example 0.2 (Higher-Order Belief). Alex is working with his friend Jamie, who also has an im-
portant exam. Alex believes that Jamie might not study hard, as he seems unmotivated. However,
Jamie believes Alex thinks he’s not serious about his studies, which affects Jamie’s own motivation.
Jamie then decides to study to prove Alex wrong, even though Alex might not actually care.

Recent studies suggest that Large Language Models (LLMs) exhibit some ToM abilities [1],
such as reasoning about others’ beliefs and intentions through tasks like the false belief task and
persuasion tasks. These tasks explore various ToM components, including emotion, desire, intention,
knowledge, belief, and non-literal communication. However, ToM Bench mainly introduces second-
order beliefs in the benchmark dataset and exploits the capabilities of LLMs for answering multiple-
choice questions by reasoning over those beliefs. On the other hand, Qiana [2] is a recently introduced
symbolic framework called Qiana [2], which introduces a logical framework for representing and
reasoning over beliefs. Qiana builds on top of First-Order Logic (FOL) and adds another level of
expressivity.

The results of this study will set a milestone for future work on injecting higher-order beliefs into
LLMs using Qiana representations and the other way around.
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