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Context

Cell painting assays of chemically or genetically perturbed cells
Cell Painting is a high-throughput imaging assay that captures rich morphological profiles of human
cells by “painting” various cellular components with fluorescent dyes. This technique allows for the
systematic observation of cellular responses to different chemical or genetic perturbations.

The Broad Institute’s JUMP Cell Painting Consortium has recently released extensive datasets contain-
ing millions of images of cells subjected to a wide array of chemical and genetic perturbations ([1], [2]).
These datasets offer unparalleled opportunities to study the impact of these perturbations on human
cells. Analyzing those images can lead to the discovery of new therapeutics by identifying molecules
that induce desired phenotypic outcomes.

Figure 1: Image of perturbed cell culture from [1].

Conditional Molecule Diffusion Models
Diffusion models have emerged as powerful generative models in machine learning, particularly for
tasks involving continuous high-dimensional data like image synthesis [3]. Recent advancements have
adapted diffusion models for molecular generation, allowing for the generation de novo molecular
structures, often with specified properties or constraints ([4], [5]).
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Figure 2: Figure 2 from [6]

Subject
The broad subject of the internship is to generate molecular candidates inducing an observed cellular
perturbation. Leveraging recent and massive cell painting datasets released by the Broad Institute ([1],
[2]), we intend to train diffusion models to generate 3D molecular representations while conditioning
them on a microscopy image of cell culture.

Training an image → molecule conditional diffusion model is, to the best of our knowledge, an un-
tackled challenge, thus very open to exploration:

• Which image embedding to use (if any?) We already have in-house (or potentially external: [7])
pretrained autoencoders, but since the image conditioning is of paramount importance, an extensive
exploration is expected.

• What conditioning scheme to leverage? Cross-attention is the de-facto standard since [8], but
conditioning the generation of a diffusion model on an image is not a very common task (in a non
image-to-image setting), so exploration is again anticipated.

• What specialization is needed for the generative model to output realistic molecular can-
didates? The rich literature on such generative methods ([4], [5]) will give us domain-specific base-
lines to reuse, although we will need to adapt them them to our specific needs.

• How to account for the diversity of 3D conformations? Linking the compound descriptions
found in the JUMP consortium datasets with the potentially many 3D structures described in other
existing databases ([9], [10]) will be a major task.

Potential follow-ups include using [2] to link genetic and molecular perturbations, itching closer to
therapeutical applications.

Pre-requisites
• Strong proficiency in Python and experience with deep learning frameworks (preferably PyTorch).
• Very solid understanding of machine learning concepts, particularly in generative modelling.
• Ability to communicate effectively in English.

Nice to have
• Experience with diffusion models.
• Experience with molecular chemistry or molecular representations.

Application Process
To apply for this internship, please submit your resume and a brief motivation letter. Do not hesitate
to contact us for more details about the project or the application process.
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